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Abstract— The aim of this paper is to build a system for human 
detection based on facial recognition. The state-of-the-art face 
recognition algorithms obtain high recognition rates base on 
demanding costs – computational, energy and memory. The use of 
these classical algorithms on an embedded system cannot achieve 
such performances due to the existing constrains: computational 
power and memory. Our objective is to develop a cheap, real time 
embedded system able to recognize faces without any compromise 
on system’s accuracy. The system is designed for automotive 
industry, smart house application and security systems. To 
achieve superior performance (higher recognition rates) in real 
time, an optimum combination of new technologies was used for 
detection and classification of faces. The face detection system 
uses skeletal-tracking feature of Microsoft Kinect sensor. The face 
recognition, more precisely - the training of neural network, the 
most computing-intensive part of the software, is achieved based 
on the Windows Azures cloud technology  

I. INTRODUCTION 

The computer’s or system’s ability to sense and respond to 
the requirements of a specific user helps them to better adapt to 
the user’s needs and also, to develop the naturalness of human- 
computer communication. 

The face identification and face recognition are some of the 
toughest and challenging problems in the computational 
intelligence field. Sometimes even a human has difficulty in 
recognizing faces. It is well known that people have trouble 
recognizing face differences amongst other people of different 
races than their own.  

One of the main challenges in face recognition algorithms is 
given by the face detection (i.e. locating the face or faces in an 
image) – a preliminary, but necessary, step before attempting 
faces recognition. Various face detection algorithms have been 
proposed [1], [2], [3], [4], [5], [6]; however, almost all of them 
have poor performance in the presence of: scale variation [6], 
face occlusions [1], [4], rotation [3], variation in illumination 
[2], [6], orientation, variation in skin colors [2], [6], complex 
backgrounds [5] etc. Another important drawback is the 
requirement of high computing power in order to run the 
algorithm in real time.  

In the face recognition field, the reported solutions presented 
in the literature are of rare encountered diversity, but all have a 
common feature: they are computing intensive – requiring 
powerful and expensive systems. In connection with the face 
data acquisition methods, face recognition methods can be 
classified into three main categories [7]: first the one that 

operates on intensity images, second one that deals with video 
sequences and, the last one, that uses other sensory data (such as 
3D information).  

Comparing the performances obtained in face recognition 
field with the ones obtained in OCR (optical character 
recognition) area one can remark that in the field of OCR over 
forty years were necessary to built acceptable quality algorithms 
able to recognize written symbols. The face recognition 
algorithms developments are in this moment in the childhood 
stage. 

Our goal is to develop a low cost, but reliable, face 
recognition system. The system was developed and tested 
related to automotive industry applications – security system (to 
have the authorization to start the engine) and setting the car 
environment accordingly to the driver necessities (adjust the 
mirrors, driver seat, the steering wheel etc.). 

The classical algorithms (for face detection and recognition) 
are very complex and, additionally, are data and computational 
intensive requiring powerful systems and large fast memories. 
In order to solve these problems we have used the most recent 
advances in computer vision techniques, computer design, 
sensors and distributed computing. 

As a result, a low cost solution was devised (without any 
compromise in system’s reliability and performances) based on 
two edge technologies: Windows Azure and Kinect sensor. 

Moving the computational load and the complexity of the 
algorithms on Windows Azure cloud and Kinect sensor we are 
able to build an embedded system able to work in real time, 
with maximum performance for face recognition. 

Our project has three main sections: face detection, face 
identification and training the neural network (used to recognize 
faces). 

The system operates in two modes (see Fig. 1): learning 
mode and recognizing mode. 

Since the training of neural network requires a lot of 
computational resources (it is impossible to be done on a low 
cost embedded system) and, additionally, must be done only 
few times, we have decided to let the Windows Azure (the 
Microsoft's cloud platform) handle this job. 

The novelty of our system does not rely on the algorithms 
used, but in the main concepts of the system: how to use and 
integrate several new technologies allowing us to obtain results 
previously unattainable under the same conditions. The 
resulting build on system is very accurate with a very 
competitive price. 



II. THE HARDWARE SYSTEM 

The requirements of the face detection and recognition 
algorithms are sustained by a PC104+ embedded system. The 
embedded system is a MOPS-PM system produced by Kontron. 
The MOPS-PM is an „all in one“ Intel® Pentium Processor 
Celeron® M (1GHz Hz 512KB L2 cache - Dothan) based 
PC/104+ board having 1 GByte of RAM, 2 serial ports, 1 LAN 
port 10/100 BaseT Ethernet, 1 parallel port, 2 USB 2.0, 1 
Watchdog timer etc. 

The link between the PC104+ system and the Windows 
Azure cloud infrastructure was a 3G wireless connection.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1.   The software modules and the hardware allocated to support them 

The Windows Embedded Standard 7 operating system runs 
on the PC104+ system and supports all the developed software 
modules, see Fig. 1. Windows Embedded Standard 7 is a 
componentized form of Windows 7 operating system that 
allows developers to select only the required components 
necessary to support their applications. 

III. KINECT SENSOR AND FACE DETECTION 

The Kinect sensor uses a RGB video camera (to capture an 
image), an IR projector, an infrared camera sensor (used to 
build a “depth map” of the area in front of it), four microphones 
and some special signal processing hardware that is able to 
preprocess all the data from the sensors – in this mode a part of 
the potential computational load of the system, that use Kinect 
sensor, is supported by the sensor itself. 

One of the main applications of the Kinect sensor is to 

recognize and track people standing in front of it. The SDK 
(Software Development Kit), provided by Microsoft, running on 
the embedded device is able to: decode the information from 
sensors, recognize human elements in the images and map them 
into a body skeleton drew in the RBG space, Fig. 2(a). At the 
end we have access to different skeleton joints (e.g. head, left 
hand, right hand, elbow etc.) coordinates in the Cartesian 
system, having Kinect sensor as a reference. 

 

 

 

 

 

 

 

 

 

 

 

 

  

Figure 2.   (a). Kinect skeleton and joints, (b). the detected face 

Detection of the face is very simple mainly because we have 
the head coordinates (the center of gravity) in the RGB frame, 
Fig. 2(a). Even if the detection of the face seems to be trivial 
(from the point of view of the user of the Kinect SDK) a large 
part of the face recognition technologies existing in the Kinect 
is based on two powerful algorithms: learning-base descriptor 
and pose-adaptive matching technique [8]. 

The classical techniques for face detection confront with 
another problem: the false positive detection of faces. For 
example the OneVision algorithm for face detection developed 
by Innovation Labs, Microsoft’s R&D center in Israel, detects 
all the faces in a frame, even if the faces are on a poster [9] – 
resulting low detection accuracy.  

Comparing with the classical face detection algorithms (e.g. 
Viola–Jones or other methods) the Kinect face detection 
approach bring the following advantages: (1) the embedded 
system use the computational resources of the Kinect sensor to 
detect faces, (2) the 2D faces (from pictures, posters etc.) are 
not detected – see Fig. 2(b) and (3) the system is invariant to 
had rotation – the explanation will follow. 

Having the head coordinates, in the next step we must detect 
and save only the face information. The face dimension in an 
image is proportional with the distance between the Kinect 
sensor and the human body. As a result, depending on the 
distance from the sensor, the dimension of the rectangle that 
framed the face was changed accordingly. 

      
Figure 3.  Samples with the obtained faces 

In the last step, in order to obtain a good face image for the 
recognition process, the face images were resampled at the 
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desired size (32 x 32 pixels) and converted to the grayscale. In 
Fig. 3 are presented some samples of the obtained faces images, 
all having the same resolution, for all face images the distances 
from the Kinect sensor was different. 

IV. WINDOWS AZURE CLOUD PLATFORM 

The facial recognition algorithm, used in this project, is based 
on an artificial neural network (ANN) structure. In a ANN, the 
training process is necessary only a few times (the first time 
when the face database is created or when a new user must be 
added or removed from the database), otherwise the system will 
work in the “recognition mode”. In the “recognition mode” the 
system is able to detect a person, based on its face image and on 
the neural network weights (that embed knowledge acquired in 
the training stage). As a result, almost all the time (when the 
system is in the “recognition mode”) the computation load is 
very low, with very rare spikes – when the system goes in 
“learning mode” (e.g. for 4 users, 13 imagines/user, the training 
process of ANN require around 140 hours, if we use the 
PC104+ system), see Fig. 1. These computational 
characteristics fit with cloud elasticity feature – ability to 
elastically provision and respectively free new resourced, in 
order to scale them rapidly outward and inward in a direct 
relation with the requirements of the application [10]. 

On a practical consumer scenario (for automotive industry, 
smart house application and security systems) a new user must 
be recognized by the system – as a result: (a) several imagine 
are acquired and (b) the embedded system must to obtain the 
ANN weights in order to get to the “recognition mode”.  Base 
on Azure cloud infrastructure the training process of ANN is 
reduced from hundreds of hours to 5 minutes. 

A. Neural network 

In this research we used an auto-associative neural network 
(AANN) [11]. The algorithm used in the classification process 
affect directly the recognition rate. In our project the AANN 
was used only to demonstrate the feasibility of the system 
concepts. Other neuronal network structures (with superior 
performances, like support vector machine – SVM) can be used 
without any system changes, only replacing directly the AANN. 

In an AANN the input layer is linked to the output layer 
through the associated weights. In the training process, the input 
face image and the output face image are the same. After 

“storing” a set of prototype patterns in the memory (weights) 
based on auto-associative learning process the unknown face 
image is presented at the neural networks inputs. The 
recognition phase is based on computing differences (the errors) 
between the reconstructed image (obtained from the input 
unknown image going through the neural network weights) and 
each image prototype (7 for each user of the system). The 
selected candidate is founded based on the greatest degree of 
similarity. After a large number of tests, we establish a 
recognition threshold of 60%. The subjects who were not in the 
database obtained a percentage of similarity of about 45%. As a 
result, any picture which received a value of similarity smaller 
than 60% will be classified as intruder. 

 
 
 
 
 
 
 
 
 
 
 

Figure 4.  SQL Azure database view 

B. Windows Azure 

In order to train, in cloud, the neural network we need the 
following components: (1) Cloud SQL Database – to store the 
training face images, Fig. 4, (2) Cloud Worker – used to train 
the neural network, Fig. 5, and (3) Cloud Blob Storage – to hold 
the results of the training process. 

The face images database is located in cloud (our choice to 
speed up the training process). 

A Cloud Worker (named Cloud Service) is similar to a 
Windows Service and represents a container used to host any 
applications. Essentially it can run any code – our program is 
developed in C#. It can react to outside stimuli (e.g. by polling 
from the Azure Queue service) but can also open 
communication channels, query databases etc. 

In our project the Cloud Worker handles several main 
functions as follows. First, handle the client-server 
communication: we have chosen the asynchronous 

 

 
 Figure 5.  Cloud Worker states: (a) when a client just connected and (b) training the neural network  

(a) (b)



communication technology in order to minimize the costs and, 
in this mode, the worker can deal with multiple clients at the 
same time. Second, Cloud Worker manage the server-database 
communication used to get the pictures from the database and, 
finally, when the training process is completed, to store the best 
weights of the auto-associative neural networks. Third, Cloud 
Worker train the neural network based on the image faces retrieved 
from the database, Fig. 5(b). The algorithm used to train the 
network was backpropagation. Fourth, finally, when the training 
process is completed, the neural network is saved into a blob 
storage container. 

V. RESULTS 

To test the ability of the system to recognize correctly 
different faces, we have used 4 subjects, each of them having 7 
face image prototypes based on which we have trained the auto-
associative neural network. Even if it seems that the number of 
subject is small, for an automotive applications this number is 
adequate – it represent the potentially car/truck drivers. The 
recognition rate was 93%. To obtain such higher correct 
classification rate we have used some parameters provided by 
the SDK that helps to find the head orientation – the head 
rotation angle. As a result, the system grabbed the face images 
only when the face position is suitable for a good recognition – 
frontal faces and less than 20 degrees off position. All the tests 
took place in a room with normal natural light – not directly 
exposed to sun light – between 9.00 AM and 13.00 PM. A main 
problem remains the influence of the ambient illumination over 
the face recognition process. 

As we have mentioned previously, in this paper, the goal was 
not to obtain higher classification rates (for this objective a 
more powerful neural network can be used and, additionally, 
some image preprocessing algorithms, to make face recognition 
invariant to illumination condition), but to prove the feasibility 
of the main concepts of the system. 

The necessary time for the system to identify a user or an 
intruder and to act accordingly varies depending on the face 
position and orientation. The system will continuously make 
face orientation estimation and will acquire a face image only in 
frontal case. In a normal situation the system will respond, in 
the worst case, in approximately 30 seconds. The response time 
of the system, when a face image was acquired, is less than 200 
ms.  

Power consumption tests were performed during the normal 
system operation and reflect the power consumption only of the 
embedded system at which we have connected Kinect sensor, 
mouse and keyboard – the software make a normal cycle of 
image face recognition. As a result the power consumption was 
of 12.5W up to 14W – these values correspond to a current of 
2.5A up 2.8A at a supply voltage of 5V DC. To make a 
comparison, with an Intel i7 personal computer, the measured 
standby power consumption and active power consumption was 
33.03W and 102.2W respectively (for only one core – the 
system has 4 cores) [12]. 

VI. DISCUSSIONS AND CONCLUSIONS 

In a classical system growing the complexity and the 
computational costs of the software compromise the execution 

efficiency and increase the power consumption. Exploring and 
identifying a solution for increasing the computational expenses 
without obtaining too much degradation in overall performance 
and energy consumption of the system are necessary steps for 
facial recognition applications in order to make them as popular 
as personal computers. The Windows Azure cloud technology 
can represent a solution for this problem. Our project and the 
obtained result sustain this conclusion. 

Using and exploiting Kinect technology we can detect the 
faces in real time faster, easier and more accurate, Fig. 2, than 
other similar system [9]. 

The 3G data link connection is enough; the maximum 
quantity of exchanged data is around 200 Kbyte in one session. 

As a final conclusion, the previously presented face 
recognition concepts can be used in a large field of application 
(as a human computer interface), obtaining higher classification 
rates without any significant computational burden to the 
embedded system. As a result of the above described concepts 
implementation, the final system is low-cost and it is able to 
provide all the functionalities of similar high-end facial 
recognition system. 
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